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Abstract

Technical reviews are a cost-effective method commonly
used to detect software defects early. To exploit their full
potential, it is necessary to collect measurement data to
constantly monitor and improve the implemented review
procedure. This paper postulates a model of the factors that
affect the number of defects detected during a technical
review, and tests the model empirically using data from a
large software devel opment organization. The data set comes
from more than 300 specification, design, and code reviews
that were performed at Lucent’s Product Realization Center
for Optical Networking (PRC-ON) in Nuernberg, Germany.
Since development projects within PRC-ON usually spend
between 12% and 18% of the total development effort on
reviews, it is essential to understand the relationships among
the factors that determine review success. One major finding
of this study is that the number of detected defectsis primarily
determined by the preparation effort of reviewersrather than
the size of the reviewed artifact. In addition, the size of the
reviewed artifact has only limited influence on review effort.
Furthermore, we identified consistent ceiling effects in the
relationship between size and effort with the number of
defects detected. Theseresults suggest that managers at PRC-
ON must consider adequate preparation effort in their review
planning to ensure high quality artifacts as well as a mature
review process.

Keywords: Technical reviews, success factors, path analysis.
1. Introduction

Technical reviews! are a proven approach that enables the
detectionand correction of defectsin softwareartifactsassoon
astheseartifactsare created. They not only improvethequality
of the artifacts but also help software development
organizations reduce their cost of producing software. This

1. Other terms such as formal technical review or software
inspection could have been used here.
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stems from the fact that reviews alow the identification of
defects at a stage where they are easier and relatively
inexpensive to correct, thereby causing the development
process to avoid additional rework penalties associated with
defect detection at later test and integration stages.

At Lucent's Product Realization Center for Optica
Networking (PRC-ON) in Nuernberg, Germany, the review
process is an essential el ement of the Standard Devel opment
Process (SDP). Thereview process has been defined based on
worldwide published review processes| 9] and thesamereview
process has been applied to all major large-scale devel opment
projects since 1995.

Today, reviews at PRC-ON usually consume between 12%
and 18% of the total development effort. These costs include
quality assurance (i.e., milestone) reviewsaswell astechnical
reviews on documents, software sources, and other artifacts of
the development process. This makes the case to use the
collected review measurement datato understand and establish

relationships among the factors that determine review
success. A good understanding builds the foundation for
optimizations and improvements of the current review
approach aswell as better management of it.

In this paper we postul ate atheoretical model that specifies
factorsthat have an impact on review successat PRC-ON, and
the functional form of these relationships. The factors that we
focuson are those that have been suggested in the literature to
have a strong influence on review success. preparation effort
and the size of the inspected document. Review success is
defined as the number of defects detected during the review.

Our analysis is based on data from more than 300
specification, design, and codereviewsperformed at PRC-ON.
This affords us the opportunity to identify consistent
relationshipsacrossdifferent typesof reviews, unlikeprevious
research which focused largely on code reviews only, e.g., [5]
[16]. Failure of the model to fit the collected dataresultsinits
falsification in this environment, while a good fit allows the
model to survive, but not be proven, since other models might
provide equal or better fits.
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Briefly, our results indicate that artifact size has only
limited influence on both preparation effort of reviewersand
thenumber of detected defects. Itisrather the effort spent for
preparation that is found to be a more significant factor
influencing the number of detected defects. Furthermore, we
identified consistent ceiling effects in the relationship
between size and effort with the number of defects detected.
Theconsistency of theseresultsacrossdifferent artifact types
has not been reported previously.

The paper is organized as follows. Section 2 elaborates in
more detail the theoretical model we distilled from the liter-
ature. Section 3 presents the research method. The presenta-
tion includes a discussion of the Lucent environment, the
review process at L ucent, and the measurement procedure,
and the analysis techniques. Section 4 illustrates the data
analysiseffort and its results. Section 5 briefly discussesthe
findings. Finally, Section 6 concludes with a summary and
directions for future work.

2. Background

2.1 Motivation

As a discipline matures, empirical work should be
performed to investigate the veracity of postulated
theoretical models. A theoretical model providesoneor more
hypothetical predictionsthat may be tested by collected data.
Testing atheoretical model is particularly beneficial for the
investigation of software reviews due to the following three
reasons. First, practitionersaswell asresearchersgaininsight
intothemain factorsinfluencing review success. Thisinsight
can and should be the foundation as well as the trigger for
improvement activities. Second, themodelsoffer researchers
the unique opportunity to integrate their own work into a
broader context and to highlight his or her methodol ogical or
empirica contributionin asystematic manner. Finally, inthe
long run, the constant refinement of those models allows a
systematic accumulation of knowledge, which makes
technical reviews an even more effective approach for
overcoming software quality deficienciesand cost overruns.

For the development of theoretical models for review
success, a researcher must keep in mind that the most
successful review approach isthe one that hel psto find most
of thedefectsinthereviewed artifact and hasan optimal cost/
benefit ratiol. For both purposes, the number of detected
defects is one of the key measures. But it needs to be
interpreted in a meaningful way because a high number of

1. A third criteria according to Votta is the duration of a
review [24]. However, this criteria is not considered in

this study.
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defects may either indicate highly effective reviews or high
defectinjections. A low number of defects, onthe other hand,
may indicate poor reviewsor ahigh maturity of the software
development organization. If further variables are measured
and the variables arelooked at together within the context of
a theoretical model, we can extract useful information for
review improvement.

Although theremight be alimitlessnumber of factorsthat
induce variations on the number of defects, the body of
existing review work hasingeneral reveal ed two major ones:
Preparation effort and size of thereviewed artifact. However,
themany empirical findings, such astheonesconsolidatedin
[12], have rarely been investigated in the context of a
theoretical model. An exception is Porter et al.’s work [16].
They present a cause-and-effect diagram of the review
process as a starting point for understanding the sources of
variations in code reviews within one particular development
project. They focused their attention on three factors, that is,
reviewers, authors, and code units, which they found to be
significant. Moreover, they stated that “further investigation
is needed to quantify the effect of preparation time on defects
found as well as the effect of defects found on preparation
time”. This will be examined as part of our study. Hence, we
elaborated on elements of Porter et. al's model and present
some further results.

2.2 A Theoretical Model for Explaining the
Number of Detected Defects

The number of detected defects can be modeled in the
form of a path diagram [15] as presented in Figure 1.

€1 e2
Preparation Number of
Effort Defects

N

Figure 1: Path Diagram For Explaining Defects

Size

An arrow linking a given pair of variableXl) indicates
the assumption about a direct causal link between these
variables. Hence, it must be interpreted as a hypothetical
statement of the form “an increaseiis expected to produce
(cause) an increase Y. The terms gand g represent error
terms of the model. We have to state thatdbesnot imply
that the relationships are necessarily linear and additive.
Once data are available, itis one purpose of the analysis effort
to determine the optimal functional shape.



Thehypothetical model in Figure1 canbeexplainedinthe
following manner:
HypothesisH: Thelarger theeffort for defect detection
(i.e.,, thepreparation effort) themor edefectsaredetected.

We assume here that preparation effort is an important
factor on the number of defects detected. Preparation effort
istheeffort thereviewersindividually spend for scrutinizing
the artifacts for defects. The relationship between review
effort and number of defects is due to the effect of more
reviewers inspecting a document (the more reviewers the
more defects are found), and also due to theincreased effort
spent by thereviewerslooking for defects. We examine each
of theseinturn.

Wemake the assumption that all reviewers have the same
probability, P, of detecting a defect. This assumption isnot
necessary and our inferences will still hold otherwise,
however it doeslend itself to algebraic simplicity.

The probability for a review team with K reviewers of
finding adefect isgiven by:

k
KL k—i
> P L-P)
i=1
For example, for K = 2 the probability for areviewer of
findingadefectis p and of not findingadefectis1 —p. The

probability of either reviewer finding adefect or both finding
adefectisgiven by

p(1-p) + (1-p)p+p° (eq.2)

which is the equation that we have above. Let us say that
p = 0.4,thentheplotof theprobability of thereview team
detecting a defect against the number of reviewersis shown
inFigure2.

(eg. 1)

less defects being detected.

The stated relationship for individual reviewer effort can
be explained by the fact that more effort allows for a better
understanding of the reviewed artifact, which directly
translates to more detected defects. However, we assume a
celling effect, i.e, the number of detected defects levels off
after acertainamount of effort hasbeen spent for preparation.
The celling effect may be explained by the following three
reasons. First, after acertain amount of effort expended, we
wouldexpectthereviewerstogettired, and evenif they spend
further effort, they will not beableto find many moredefects.
Second, other project goals, such asimportant deadlines and
theresultingtimepressure, areperceived moreimportant and
may set a natural threshold for the preparation effort of
reviewers. And third, defectsdetected | ater inthe preparation
process are usually more difficult to detect. Hence, more
effort must beinvested for their detection.

The validity of the hypothetical individua effort
relationship has been observed several times in practice.
Porter et. al [19] investigated code reviews and found that
individua preparation hasasignificant impact onthe number
of detected defects. This led them to conclude that better
preparation techniques (i.e., reading techniques [1]) rather
than review process variations may significantly improve
current review implementations[18]. Christenson et. al state
that effective code reviews were those that met the
recommended preparation effort [5]. Raz and Young
corroborated this finding for design and code reviews [19].
They found reviews without sufficient preparation to be not
fully effective.

The hypothesis, however, makes the assumption that
defect detection is more an individual than a group activity.
We are aware that the organization of the defect detection
activity of reviews is still debated in the literature. More
specifically, theissue is whether defect detection ismore an
individual activity and hence should be performed
individualy, or whether defect detection is a group activity
and should therefore be conducted aspart of agroup meeting.

Following Fagan’s approach [8] a group meeting provides a
synergy effect. This leads to the assumption that group
meetings help detect more defects. In this case one must
rather consider the preparation effort and the meeting effort.
A causal model to explain the latter can be found in [22].
However, others found little synergy in a meeting-based
organization [24]. They rather point out that individual
preparation is key. Following this argumentation, a group
meeting does not necessarily help detect more defects. Since
we observed the latter at PRC-ON, we focus on preparation
effort in this study.

HypothesisH,. Thelarger thesizeof areviewed artifact,
themoredefectsaredetected in itsreview.

We assume here that the size of the reviewed artifact is a

Fevhatoldy ol lrdmna Tk

Hurhe of egeaka s

Figure 2: Defect Detection Probability against the
Number of Reviewers

As can be seen from the plot, the probability of defect
detection would increase as the number of reviewers
increases, but there is a ceiling effect. There comes a point
were the addition of more reviewers will lead to relatively



second crucia factor for the number of defects found. The
rationale behind this relationship is that larger artifacts are
expected to be more complex and due to their size, create
more opportunitiesfor defectsto beintroduced. Thereforea
relationship between size and the number of defects is
anticipated. However, despite any conventiona wisdom, a
ceiling effect can aso be observed in this relationship.
Empirical evidence implies that larger artifacts are
proportionally less defect-prone than smaller ones. Les
Hatton describes several empirical studies in which this
effect couldbeobserved[10]. Moreover, Kelly et al. statethat
increasing the number of pages at one time decreases the
number of defects found [11]. Christenson et. al
demonstrated the variance of the defect density to be
inversely proportional to the sizeof theunit of code[4]*. Yet,
most of these findingsare limited to code artifactsand itsan
open question whether they scale up to artifacts produced
early in the life cycle, such as specification or design
documents.

HypothesisH3. Thelar ger thesize of areviewed artifact,
themore preparation effort is spend.

We assume here that the preparation effort is primarily
determined by the size of the reviewed artifacts. A
relationship between size and effort is expected for two
reasons. First, whenever alarger documentisbeing reviewed
thereisatendency to assign morereviewerstowork onit, and
hencetheeffortwill increase. But also, at theindividual level,
wewould expect that alarger document would take longer to
review since theinformation contentislarger.

Again we would expect a ceiling effect for which fatigue
effects and the loss of motivation are possible explanations.
Because of the ceiling effect larger artifacts may tend to
receive proportionally lesspreparation effort than small ones
(with its detrimental effect on the number of detected
defects). The latter has been reported, for example, by
Christensonetal. [5].

3. Research M ethod

This section describestheresearch context at PRC-ON as
well asthe measurement, datacollection, and datavalidation
approach. Finaly, it presents our analysis method.

3.1 Development Environment

The basic workflow around the review process at PRC-
ON is depicted in Figure 3. The standard development

1. However, Christenson et. al's findings need to be inter-

preted carefully since they used the size variable on

both sides of the equation.

-4-

process (SDP) requires certain reviews in certain stages of a
development project. All artifactsand their quality checking
activities (reviews, testing) must be planned and scheduled

by the respective teamleader in charge of developing a
subsystem. Once a deliverable is ready (from a developer’ s
point of view), the teamleader delegates review control to a
qualified moderator. The moderator is responsible for the
selection of the right mix of experts for a review team, and for
the success and performance of a review.

There are no guidelines at PRC-ON on how many
reviewers to invite to a review. Hence, the number of
reviewers is determined by the availability of people, project
constraints, and the reviewed artifact itself. The reviewers
themselves usually have a high level of experience and can
be considered experts for the reviewed artifact. They do not
use any particular reading technique as suggested in [1].

Apart from the moderator role, other roles in the review
process are

* recorder - records defects in the defect list.

* checker - verifies correctness and completeness of the
reworked artifact after the review meeting,

e reviewer - probes the artifact for defects and reports
them in the review meeting. The author or the moderator
may also act as a reviewer.

The review process itself is defined in a number of
standard phases, i.e., planning, kick-off and overview,
preparation (of reviewers), defect logging in a group
meeting, rework, and checking.

The review process is mandatory for all newly developed
and significantly changed artifacts. However, since all
changes must be guarded by modification requests (MRs),
not every small change triggers a review.

3.2 M easurement

The metrics that are collected in software component
reviews at PRC-ON are review type, effort, size, defects, and
the number of reviewers. These can be characterized as
follows:

e Type of review: Component specification reviews,
component design reviews, or code reviews.

e Size of reviewed artifact - measured in document
pages or noncommentary source lines (NCSL).
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Figure 3: The Review Procedure at PRC-ON
» Preparation effort of all reviewers 3.3 Data Collection Procedure
* Meeting effort (for the kick-off and the review .
meeting) For large-scale system development, the implemented

_ .. review procedure can only be monitored and controlled if
* Number of reported defects. Although a distinction 54equate tool support is available. Hence, tool support for the
is made in major and minor defects, we focus in this 5gministrative part of technical reviews is provided. The tool

study on the total number of defects. This stems from g -5j1ed QADM [13]. QADM is a GUI-based tool that
the fact that we want to determine the influential

factors on review success rather than perform a cost/ SUPPOrts review planning, recording and tracking.

benefit analysis for reviews in which a distinction « maintains all data collected during reviews, by keeping a
according to defect criticality is helpful. Moreover, review database.

minor defects were found to also provide a

contribution towards higher quality [23]. « allows for the collection of review measures and the

generation as well as the visualization of initial analysis
*  Number of reviewers for a review team results. Hence, it stores all information produced during a
Data on these attributes are the information available that can review - except the so-called defect list. Only the number
be used to validate the theoretical model stated in Section 2. of defects is stored in QADM, not the detailed description
of each defect. The defect list is fed into the electronic
review minutes later or is archived as manual record in a

central repository.



« allows for powerful and efficient searches through the values are the residual terms. The larger these values are the
review database. more variation on that variable that is not explained by the

* generates review-based quality records (e.g., for ISO 9001m0del. The errors are calculated«§_ R?

certification). The fact that we test the model for reviews in three phases
of the life cycle allows us to check for consistency in the
3.4 Data Validation model. If the results are consistent then we would be able to

generalize further our understanding of software reviews
(note that in previous work researchers commonly focus on

For any kind of analysis effort, the quality of data is reviews within a single phase),

essential - otherwise the ‘junk-in / junk-out' syndrome
prevents researchers and practitioners from getting any .

meaningful result. At PRC-ON, one member of the review 4- Data Analysis

team enters the data in QADM. Since self-reported data are

at a higher risk of containing errors, we performed an We start the analysis effort with an exploratory analysis
extensive validation of the entered review data to detect andising descriptive techniques to gain some initial insights into
remove missing, incorrect, and inconsistent entries. In casethe data. We look at the various review types and compared
where we could not clarify seemingly inaccurate entries, wethem with already existing findings from the review
decided to remove them. After data validation 340 entriesliterature. Then we present the results of the path analysis.
remained for analysis (i.e. data from 145 specification

reviews, 94 design reviews, and 101 code reviews). 4.1 Descriptive Statistics

3.5 Path Analysis 4.1.1 Number of detected defects

The method that we employ to test the described Figure 4 depicts the number of defects that are detected in
theoretical model is path analysis [15], [20]. This method the different types of reviews. The box represents the
allows us to depict the whole model on one diagram and tainterquartile range (i.e., 50% of all observations fall within
compute direct and indirect effects of the variables. this range), while the whiskers represent the minimum and

The path coefficients in the model are derived using maximum value.
ordinary least squares regression analysis [2], [6]. We use As Figure 4 shows, defectdistribution is consistentamong
logarithmic transformation due to our expectations of ceiling review types. The median value of a specification, design,
effects. Mathematically, such a relationship between twoand code review is 12, 15, 14, respectively. While the

variables A and B would be expressed as: interquartile range of specification reviews and design
reviews is 21 defects, itis slightly lower for code reviews (17
A=a D8P (eq. 3) defects).

where 0 4 < 1. To examine this model with ordinary least
squares regression, logarithmic transformations can be
performed on each side of the regression equation to obtain| 2
the following linear model: 140 o

In(A)=In(a)+p*In (B) (eq. 4) 1o

This is the approach of choice for our analysis. The path %0
coefficients we consider for our theoretical model are the beta 0
coefficients of the regression analysis. Beta coefficients a0 £
indicate the average standard deviation change in the| = : e
dependent variable with a standard deviation change in one| — : Ej T
independent variable, when others are held constant. The use et oo e o
of standardized coefficients allows the comparison of the
magnitude of relationships. Following standard procedures,

we used statistical significance testing with a significance o ) L e
threshold (alpha level) of 0.01 to determine whether a The presented findings establish an organization-specific
variable is statistically significant. baseline for PRC-ON against which to compare any

The path model that we test is depicted in Figure 1€The improvement that promises to increase the number of defects
detected. However, an evaluation in the context of other

Number of Defects

Figure 4: Number of Detected Defects



review work is difficult because most studies only focus on
code reviews and often do not present the number of defects
found, but rather some summary statistics[21] [25].

4.1.2 Review Effort

Figure 5 showsthe preparation effort distribution aswell
as the distribution of the total effort spent on reviewing the
various artifacts. Thetotal effort includes the preparation as
well asthe meeting effort of all review participants.

Figure 5 reveals that reviewers involved in any kind of
review usually spend between 2 and 8 hours for preparation
(independent of the number of reviewers) and between 4 and
14 hours for the total review. The effort distribution looks
similar for the different types of reviews.

Theresultsshow that thereview of artifactsinearly phases
(i.e., specifications) does not significantly consume more
effort than codeartifacts. The median effort for specification,
design, and codereviews (7, 6, 8 person hours) aswell asthe
upper quartile ranges (11, 10, 13 person hours) provide a
lower threshold for managerson how much effort thereview
of a particular artifact type may at least consume in future
projects.

O Preparation Effo
4 Total Effort

65
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Effort [person hour]
w
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Specification Design

Review Type

Figure 5: Review Effort

Inthisstudy wefocuson preparation eff ort asanimportant
parameter to optimize. Figure 6 depicts the relationship of
preparation versus meeting effort. It shows that most of the
reviews consume at least as much effort in preparation than
inthemeeting. Surprisingly, the preparation/meeting-ratiois
highest for code reviews. This may be explained by the
following two reasons. First, the reviewers do not spend as
much effort for the preparation of design or specification
reviews. And second, the meetings for specification and
design are more effort consuming since the discussion of
defects detected takes longer.

Preparation Effort/Meeting Effort

™ Max
Min

] 75%
25%

O Median

b o |

Code

Specification Design

Type of Review

Figure 6: Relationship of Preparation Effort and
Meeting Effort

4.1.3 Size

The unit of size for specification and design artifacts is
pageswhereasfor codeartifacts, itisnoncommentary source
lines of code. Since the measurement units are different for
specification/design documents and code components, we
present two graphs. Figure 7 exhibits the size distribution
acrossthereviewed artifact types.
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Figure 7: Size of Reviewed Artifacts

Figure 7 reveals that the median size of a specificationis
24 pages, whereas it is 22.5 pages for design artifacts. Most
of the reviewed documents are smaller than 50 pages. The
median sizefor code componentsis 1450 NCSL and most of
the reviewed code components are lower than 3420 NCSL.
Documents of this size are neither too large nor too small for
review and are within the range of the ones reported in other
studies[9].

4.1.4 Number of Reviewers

In addition to defect, size, and effort distribution, we a so



investigated the number of reviewers. Figure 8 shows how
many reviews have been performed for each artifact type
with aspecific number of reviewers.
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Figure 8: Histogram of the Number of Reviewers for
the Different Types of Reviews

According to Figure 8, most of the reviews were
performed with 3 reviewers. Specification reviews often
involve a higher number of reviewers. This emphasizes the
importance of the specification phase for design and coding.

The optima number of reviewers is still debated in the
literature. This debate boils down to the question whether
involving more reviewers helps detect more defects.
Surprisingly, there are few consistent results so far. Weller
presents some data from a field study using three to four
reviewers [25]. Madachy presents data showing that the
optimal sizeisbetweenthreeandfive people[14]. Bourgeois
corroborates these results in a different study [3]. Porter et
al.’s recent experimental results, however, suggest that
reducing the number of reviewers from 4 to 2 may
significantly reduceeffort without increasing review interval
or reducing effectiveness[17].

4.1.5 Defect Density

Since we assumed that the number of defectsisrelated to
the size of the document, we calculated the defect density
defined as defects per unit of size. Figure 9 shows the result
of thiscal culation.

Reviews exhibit on average 0.53 defects/page when
looking at specification reviews. Design reviews exhibits
0.58 defects/page. Finally, code reviews find 7.0 defects/
KNCSL. The variation seemsto be small.
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Figure 9: Defect Density

For specification and design artifacts, we did not find
comparable figures in the literature. For code artifacts,
however, the defect densitiesarewithin thereported range of
other telecom organizations. Ebert et. al. describe some
results from Alcatel Telecom [7]. There, code components
exhibit an average defect density of 9 defectsy KNCSL. This
result supports the initial statement that the review process
for code components at PRC-ON belongsto the state of the
practice that can be found in the software industry.

4.2 Path Analysis Results

We used regression analysis to investigate the
hypothesized model presented in Section 2 and report the
betacoefficient. A star indicateswhether abetacoefficientis
statistically significant.

4.2.1 Specification Reviews

Figure 10 depictsthemodel for specificationreviews. The
total effect of size on defects (direct and indirect) is 0.24
(=0.17*0.77+0.11). Thisvalueislower than the direct effect
of preparation effort on defects. This showsthat preparation
effort has alarger impact on the number of defectsthan size.

0.99 0.76
Preparation 0.77* Number of
Effort Defects

0.17*

Figure 10: Path Diagram for Specification Reviews

Size




4.2.2 Design Reviews

Figure 11 shows the path model for design reviews. The
total effect of size on defects (direct and indirect) is 0.52,
whichisslightly below the value of preparation effort on the
number of defects.

0.87

'

Preparation
Effort

0.49*

Figure 11: Path Diagram for Design Reviews

0.87

0.53* Number of

Defects

Size

4.2.3 Code Reviews

Figure 12 reveal s the model for code reviews. The total
effect size of size on defects (direct and indirect) is 0.29.
Again preparation effort hasalarger impact on the number of
defects than size. Moreover, size was found not to be a
statistically significant factor for the number of defects
detected in codereviews.

0.96

v

Preparation
Effort

0.2873\

Figure 12: Path Diagram for Code Reviews
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4.2.4 Post-hoc Analysis

We also calculated the relationship of preparation effort
per reviewer and thenumber of defects. Theresultsareshown
inTablel.

B R?

Specification 0.70* 0.49
Design 0.64* 0.42
Code 0.52* 0.29

Table 1: Preparation Effort per Reviewer versus Size

Theresultsarecomparableto the oneswe obtain by using
the total preparation effort. All path coefficients remain
statistically significant. Although this finding shows the
importance of preparation we cannot derive whether more
reviewers directly pay off in more detected defects or
whether the chosen reviewersjust need to spend more effort
for preparation.

4.2.5 Ceiling Effects

We identified ceiling effects for al the relationships that
weinvestigated acrossall typesof reviews. Onecaninterpret
this as stating that additional reviewers and/or individual
reviewers expending more effort on preparation reaches a
plateau, after which the returnsin defect detection diminish.
This does not necessarily mean that, for example, many
reviewersshould not beused (especially if reliability isahigh
concern), only that this may not be cost effective, and
aternative defect detection techniques ought to be
investigated.

Furthermore, increasing the size of an artifact resultsin
increased effort up to acertain point, and then therel ationship
plateaus. This can be an indicator of either that the
organization caps the number of reviewers and/or a fatigue
effect. Based on our knowledge of the review process,
however, the former interpretation is not satisfactory, and
therefore, it would seem that there exists afatigue effect.

5. Discussion

We found evidence supporting the model proposed here
and the evidence was consistent for code, design, and
specification reviews. Furthermore, we identified a
theoretically justifiable functional form for al of the
hypothesi zed rel ationships.

Our findings suggest that an organization ought to pay
attention to preparation effort as a means of controlling the
number of defects detected during reviews, and that adding
reviewers and increasing preparation effort may not be cost
effective sincethere exists aceiling effect.

The results here, however, aso suggest avenues for
further investigation to better understand the mechanisms



that are operating during software reviews. For example, it
would beinformative to determine whether it isteam size or
individua preparation effort that is contributing to an
increased number of defects detected.

Furthermore, theresidual termsremain quitelargefor al
of the three types of reviews. This suggests the existence of
more variablesthat ought to beincluded to better understand
thefactorsthat affect defect detection in software reviews.

A primary candidate that may explain alarge amount of
variation in the data set is a classification of reviews
according to the status of the artifact under review. It is
plausiblethat areview of anewly devel oped artifact exhibits
a different relationships among factors than an artifact that
underwent aminor or major modification.

Characteristicsof the structure of reviewed artifacts, such
asmeasuresof coupling and ambiguity, may beancther factor
to explain some of the observed variation.

6. Conclusion

Technical reviews are considered one of the most effective
methods for software quality improvement. To exploit their
full potential, they need to be constantly monitored and opti-
mized. In thispaper, we presented an a path analysisto better
understand review success factors. We found preparation
effort is amore influential factor on the number of defects
detected than artifact size. Hence spending enough effort for
preparation directly results in more detected defects.

Apart from more insight into the causal relationships, the
findings presented in this paper provide a baseline against
which to compare changes to the review process. So far, the
review meeting at PRC-ON isconducted asaso-called ‘ face-
to-facemeeting’, by default. Duetotheincreasingintegration
of PRC-ON into international development activities, some
reviewers are connected by means of atelephone conferenc-
ing system to participate in the review meeting. Since a
review object may be made accessible through the world-
wide Lucent Intranet, the cost-effectiveness of a single
review does not seem to be affected by such 'distributed
reviews. However, since meetings in general represent a
major cost factor for reviews, non-meeting based approaches
are afruitful areafor further investigation.

Finally thechosen analysisstrategy basedonpathanaysis
was appealing becauseit allowsfor a systematic testing of a
theoretical model, which in turn alows one to integrate
existingwork in aunified framework. Other researchersmay
use the model to drive their analysis. This kind of strategy
allowsthe software engineering community to build theories
on when and under which conditions software reviews are
most beneficial.
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