It is well understood that protecting the privacy of patient information is essential to the success of our electronic health record agenda and, from an IT system and solution architecture perspective, the “privacy by design” approach is widely accepted as the industry standard. Privacy protection features, mechanisms and Privacy Impact Assessments (PIAs) are present in most if not all health information “technology” solutions.

But the missing piece of this health information privacy puzzle — and a necessary prerequisite for widespread adoption and acceptance of these systems by the Canadian public and health professionals — is getting “privacy by design” built into the “people” side of the equation. By this we mean making sure that governments are accountable to the public and transparent about how large-scale, interconnected electronic health record (EHR) systems will handle personal health information, and what rights patients can exercise over their personal information in these new electronic record environments.

The bottom line is that we need to build public trust and acceptance if we expect to benefit from patients’ willingness to continue to confide personal health information. There will always be threats to data security and privacy — and the larger the database or network, the more at-risk it becomes — but there are three key things we can do to manage these risks and build public confidence: (1) ensure that the privacy features and mechanisms within our IT systems are turned on; (2) ensure that the individuals who use these systems are properly trained and compliant with privacy practices and protocols; and (3) fully and properly engage the public so that they have a voice in these deliberations and so that there is transparency about what they can expect and what options they have.

It is in relation to this last measure that we should heed Abraham Lincoln’s comment. We worry that the lack of engagement of the public in this public policy agenda is becoming an Achilles heel. So why do we worry?

Just how vulnerable are we to privacy and security breaches?

In the United States and Canada, between January 2007 and the end of August 2009, there were at least 115 publicly known privacy breaches involving 2.7 million patient records. These numbers are increasing rapidly, because breaches become easier and more records are affected when the data is in electronic format. Electronic records are generally more complete than paper records and hold more longitudinal health data about the patients; eventually, they will contain almost everything.

Individuals feel violated if there is a breach of privacy of their health information and respond by adopting more privacy-protective behaviors, such as not seeking care; lying to their physicians so as not to reveal embarrassing or sensitive information; seeing multiple doctors so no one will have a complete record; paying out of pocket so that insurers do not have a record of a particular encounter, procedure or prescription; self-treating or self-medicating instead of seeking care; and asking the...
Medical identity theft occurs when someone gets health care insurance under another individual's name. This is most likely to happen in situations where a person has no medical insurance, either because they cannot afford it or because they cannot get it (e.g., illegal immigrants or individuals running from the law). Canadian health insurance numbers are especially useful for illegal immigrants who cannot obtain it legitimately under their own identity.

A Canadian example\(^6\) comes from Alberta where a fraudster was creating new identities, complete with passports and health insurance cards, in the names of Canadian children who had died a few decades prior. The presenter described how uninsured Americans bought these identities and came to Canada to receive expensive medical care for free.

### Monetizing medical records through extortion

Medical records are a good source of revenue for those in the extortion business. One example concerns Express Scripts,\(^6\) a pharmacy benefits management company that was hacked by extortionists who threatened to publicly expose the personal information of clients. The company was using production data for software testing, and there was a breach on the testing side of the business. The initial extortion attempt was based on the breach of 75 records. It later was revealed\(^7\) that 700,000 individuals may have been affected by the breach.

In another example,\(^8\) an extortionist demanded $10 million after hacking into a database of prescription records at the Virginia Department of Health Professions. This database contained highly sensitive information that was intended to allow pharmacists and health care professionals to track prescription drug abuse, as well as incidents of patients who go “doctor-shopping” to find more than one doctor to prescribe narcotics.

### Attempts to make health records publicly available

There are a number of efforts underway to make health information publicly available. For example, Partners Healthcare in Boston,\(^12\) the Joint Commission, offer an extensive review of the various initiatives to make health information publicly available or at least more generally accessible. One supporting argument is that data collected using public funds should be made available to maximize the return from the initial investment, because making data widely available means many more people can analyze it and discover new things from it. To the extent that these efforts are successful, the personal health information of individuals who participate in research initiatives may become much more widely available. If that data is not properly de-identified, there would be a greater likelihood (i.e., risk) of re-identifying an individual’s personal information.

### Custodians and vendors selling medical records

There is increasing interest by data custodians to package data, de-identify it in some way, and sell it. Here are a few examples:

- Some vendors are providing electronic medical records (EMRs) for free to medical practitioners, but then selling the accumulated patient data to generate revenue. For example, US-based EMR and practice management system vendor Practice Fusion began offering both systems free of charge, with the physicians' costs offset in part by the company's sale of their patients' data (aggregated and de-identified, according to a company spokesman).\(^10\) In Australia, the largest retailer of specialist software for general practitioners recently faced controversy over the sale of anonymized patient information from electronic records to consultants advising the drug industry.\(^11\)
- Some providers have seriously considered, or are already, selling data about their patients. This is done directly or by creating subsidiary companies responsible for the commercialization of data. For example, Partners Healthcare in Boston,\(^12\) the Joint Commission...
on Accreditation for Healthcare Organizations, the Cleveland Clinic, and the Geisinger Health System have considered or are engaging in such initiatives.

The problem is that it is not clear whether this de-identification is sufficiently robust, and whether these organizations have used de-identification best practices. In the examples cited above, the organizations have not been forthcoming with details about how they have de-identified their data, which amplifies patient concerns about how their health information is being used. This lack of transparency is further complicated by the fact that many patients would not know or be informed that their health information is being sold.

What can we do to offset these threats?

**Privacy by design**

As these risks materialize in a Canadian context, and as the public becomes aware of them, one would expect to see a negative reaction to the electronic collection, storage, and exchange of personal health information. Resistance to electronic health records will come from individuals and providers unless we start to address those risks in the systems, policies, and procedures involved in deploying EHR systems. In the absence of proactive efforts, we will start to see organized efforts to slow down the adoption of EHRs, which is what has happened in the United Kingdom and to some extent in British Columbia.

To avoid these pitfalls, we must make proactive efforts to incorporate privacy and confidentiality into the initial design of electronic record systems and the way in which individual data is collected, used, and disclosed. Doing so now will be more cost-effective and will maintain whatever goodwill exists toward the adoption of EHRs. There are several things to consider:

- There must be a transparent process for formulating privacy and confidentiality recommendations and guidelines for EHR design and implementation. This would allow stakeholders, including patients and providers, to make their voices heard and have their views incorporated.

- Privacy and confidentiality must apply to primary as well as secondary use of data. Once electronic repositories of health information are created and their data quality improves over time, there will be significant demands for that data for research, policy making, public health, and marketing. The rules of the game need to be defined at the outset so that patients and providers are not surprised at how their data is used in the future.

- Governments need to be more open and transparent, and proactively engage the public in this debate. To date, no government has done a good job of engaging members of the public regarding the EHR agenda, how patient information will be shared, managed and disclosed, or what rights individuals have concerning what happens to their information.

Conspicuously absent in every government’s e-health agenda is the proper respect for individuals — their interests, expectations and rights — as primary users of and data “contributors” to large-scale health information systems. As we proceed to link more systems with larger numbers of patient records, the benefits and risks (and especially the strategies to mitigate those risks) need to be clearly articulated to the public.

Instead we are seeing governments taken to task for making patients’ rights with respect to their information available only in theory, but not in practice. Privacy controls, such as opt-out provisions or lock-boxes and masking features, must be properly communicated and readily accessible to patients.

To be successful in our transformation into an electronically enabled health care system — which depends on a robust EHR environment — we must not only build privacy into the technology but also ensure that we build it into the “people” side of the equation: into the policies, frameworks, governance and practices that we employ to manage and protect patient health information in this new electronic environment.

---
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