An Empirical Evaluation of the ISO/IEC 15504 Assessment Model

Khaled El-Emam and Ho-Won Jung
February 2000
An Empirical Evaluation of the ISO/IEC 15504 Assessment Model

Khaled El-Emam and Ho-Won Jung
February 2000

Copyright 2000 by
National Research Council of Canada

Permission is granted to quote short excerpts and to reproduce figures and tables from this report, provided that the source of such material is fully acknowledged.
An Empirical Evaluation of the ISO/IEC 15504 Assessment Model

Khaled El Emam
National Research Council, Canada
Institute for Information Technology
Building M-50, Montreal Road
Ottawa, Ontario
Canada K1A OR6
Khaled.El-Emam@iit.nrc.ca

Ho-Won Jung
Dept. of Business Administration
Korea University
Anam-dong 5Ka
Sungbuk-gu, Seoul 136-701
Korea
hwjung@kuccnx.korea.ac.kr

Abstract
The emerging International Standard ISO/IEC 15504 (Software Process Assessment) includes an exemplar assessment model (known as Part 5). Thus far, the majority of users of ISO/IEC 15504 employ the exemplar model as the basis for their assessments. This paper describes an empirical evaluation of the exemplar model. Questionnaire data was collected from the lead assessors of 57 assessments worldwide. Our findings are encouraging for the developers and users of ISO/IEC 15504 in that they indicate that the current model can be used successfully in assessments. However, they also point out some weaknesses in the rating scheme that need to be rectified in future revisions of ISO/IEC 15504.

1 Introduction
ISO/IEC 15504 is an emerging International Standard on Software Process Assessment. A prime motivation for developing this standard has been the perceived need for an internationally recognized software process assessment framework that pulls together the existing public and proprietary models and methods. Therefore, it is intended to act as an 'umbrella' that defines common requirements for process assessments. The ISO/IEC 15504 document set, however, does contains an exemplar assessment model (known as Part 5). One motivation for developing this model was to make it easier for organizations to use the standard immediately (i.e., without having to look further for an assessment model that they can use). More information about ISO/IEC 15504 may be found in [4].

Unique among software engineering standardization efforts, the developers of ISO/IEC 15504 deliberately initiated an international effort to empirically evaluate ISO/IEC 15504. This effort is known as the SPICE (Software Process Improvement and Capability dEtermination) Trials [3][9][15][16][29]. The SPICE Trials were conceived, partially, to address concerns within the software engineering community with the lack of evidence supporting software engineering standards; that they lack an empirical basis demonstrating that they indeed represent “good” practices. For instance, it has been noted that [19] “standards have codified approaches whose effectiveness has not been rigorously and scientifically demonstrated. Rather, we have too often relied on anecdote, ‘gut feeling’, the opinions of experts, or even
flawed research", and [18] “many corporate, national and international standards are based on conventional wisdom [as opposed to empirical evidence]”. Similar arguments are made in [5][6][7].

From data collected thus far during the SPICE Trials, approximately 81% of the users of ISO/IEC 15504 employ this model as the basis for their assessments. This makes it important to perform systematic empirical evaluations of this model. Such evaluations would provide a substantiated basis for using the model, as well as give the developers of ISO/IEC 15504 information as to the necessary improvements to make. In fact, one of the recurring questions during the development of ISO/IEC 15504 was “how good is the exemplar model?”

The purpose of this paper is to provide some answers to this question. Specifically, we report on an international empirical study that evaluated the ISO/IEC 15504 exemplar assessment model. The study was performed during the SPICE Trials. Questionnaire data was collected from the lead assessors of 57 assessments that used the model. Their responses were evaluated in terms of the extent to which they support, or otherwise, the current model.

Briefly, our findings indicate that a majority of the assessors used Part 5 as a source of indicators for conducting their assessments. In general, they found Part 5 both useful and easy to use. Furthermore, they were satisfied with the level of detail of the exemplar model, although a minority indicated that less detail in the collected evidence would not have harmed the accuracy of their judgements. However, the assessors also expressed doubts about the consistency and repeatability of their process attribute ratings. A closer examination indicated a concern with ratings at levels 4 and 5. Finally, they found it easier to rate at the extremes of the rating scale, but had more difficulty rating at the middle of the scale.

These findings are encouraging in that they indicate that the current model can be used successfully in assessments. However, they also point out some weaknesses in the rating scheme that need to be rectified in future revisions. Based on the results of this study, further focused investigations of the rating scheme are planned to confirm the identified problems.

The paper is organized as follows. In the following section we provide an overview of the exemplar model that was evaluated. This will help the reader understand the various questions that were asked during the evaluation study. Then in Section 3 we present the research method that we followed. Section 4 contains the details of our results and their interpretation. We conclude the paper in Section 5 with a summary and directions for further work.

---

1 Our objective is not to compare the ISO/IEC 15504 exemplar assessment model with other models in existence. We only focus on evaluating the exemplar model by itself. Comparative studies are currently being performed, however.
2 Background

In this section we present the context and an overview of the exemplar assessment model in ISO/IEC 15504. This presentation is intended to help link the items investigated in our study and the study results to the actual assessment model.

2.1 The Document Set

ISO/IEC 15504 is comprised of nine documents (known as parts). Figure 1 shows the nine parts, and indicates the relationships between them.

**Figure 1: Components of ISO/IEC 15504.**

---

2 In this paper we only refer to the PDTR (Preliminary Draft Technical Report) version of the ISO/IEC 15504 document set since this was the one used during our empirical study. The PDTR version reflects one of the stages that a document has to go through on the path to international standardisation. The PDTR version is described in detail in [4].
**Part 1** is an entry point into ISO/IEC 15504. It describes how the parts of the document suite fit together, and provides guidance for their selection and use. It explains the requirements contained within the standard and their applicability to the performance of an assessment.

**Part 2** defines a two dimensional reference model for describing the outcomes of process assessment. The reference model defines a set of processes, defined in terms of their purpose, and a framework for evaluating the capability of the processes through assessment of process attributes structured into capability levels. Requirements for establishing the compatibility of different assessment models with the reference model are defined.

**Part 3** defines the requirements for performing an assessment in such a way that the outcomes will be repeatable, reliable and consistent.

**Part 4** provides guidance on performing software process assessments, interpreting the requirements of Part 3 for different assessment contexts. The guidance covers the selection and use of a compatible assessment model; of a supportive method for assessment; and of an appropriate assessment instrument or tool. This guidance is generic enough to be applicable across all organizations, and also for performing assessments using a variety of different methods and techniques, and supported by a range of tools.

**Part 5** provides an exemplar model for performing process assessments that is based upon and directly compatible with the reference model in Part 2. The assessment model extends the reference model through the inclusion of a comprehensive set of indicators of process performance and capability.

**Part 6** describes the competence, education, training and experience of assessors that are relevant to conducting process assessments. It describes mechanisms that may be used to demonstrate competence and to validate education, training and experience.

**Part 7** describes how to define the inputs to and use the results of an assessment for the purposes of process improvement. The guide includes examples of the application of process improvement in a variety of situations.

**Part 8** describes how to define the inputs to and use the results of an assessment for the purpose of process capability determination. It addresses process capability determination in both straightforward situations and in more complex situations involving, for example, future capability. The guidance on conducting process capability determination is applicable either for use within an organization to determine its own capability, or by a acquirer to determine the capability of a (potential) supplier.

**Part 9** is a consolidated vocabulary of all terms specifically defined for the purposes of ISO/IEC 15504.
2.2 Assessments Using ISO/IEC 15504

The reference model defined in Part 2 provides a common basis for performing assessments of software process capability, allowing for the reporting of results using a common rating scale [11]. The overall architecture of ISO/IEC 15504 is defined in this reference model.

The architecture of ISO/IEC 15504 is two-dimensional as shown in Figure 2. One dimension consists of the processes that are actually assessed (the Process dimension) that are grouped into five categories. These are summarized in Table 1.

The second dimension consists of the capability scale that is used to evaluate the process capability (the Capability dimension). The same capability scale is used across all processes.

During an assessment it is not necessary to assess all the processes in the process dimension. Indeed, an organization can scope an assessment to cover only the subset of processes that are relevant for its business objectives.

Figure 2: An overview of the ISO/IEC 15504 two dimensional architecture.
<table>
<thead>
<tr>
<th>Process Category</th>
<th>Description of process category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer-Supplier</td>
<td>Consists of processes that directly impact the customer, support development and transition of the software to the customer, and provide for its correct operation and use.</td>
</tr>
<tr>
<td>(CUS)</td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td>Consists of processes that directly specify, implement, or maintain a system and software product and its user documentation.</td>
</tr>
<tr>
<td>(ENG)</td>
<td></td>
</tr>
<tr>
<td>Support</td>
<td>Consists of processes that may be employed by any of the other processes (including other supporting processes) at various points in the software life cycle.</td>
</tr>
<tr>
<td>(SUP)</td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td>Consists of processes that contain practices of a generic nature which may be used by anyone who manages any sort of project within a software life cycle.</td>
</tr>
<tr>
<td>(MAN)</td>
<td></td>
</tr>
<tr>
<td>Organization</td>
<td>Consists of processes that establish the business goals of the organization and develop process, product, and resource assets that, when used by the projects in the organization, will help the organization achieve its business goals.</td>
</tr>
<tr>
<td>(ORG)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1:** Summary of the process categories.

In ISO/IEC 15504, there are 5 levels of capability that can be rated, from Level 1 to Level 5. A Level 0 is also defined, but this is not rated directly. These 6 levels are shown in Table 2. In Level 1, one attribute is directly rated. There are 2 attributes in each of the remaining 4 levels. The attributes are also shown in Table 2 (also see [4]).

The rating scheme consists of a 4-point achievement scale for each attribute. The four points are designated as F, L, P, N for Fully Achieved, Largely Achieved, Partially Achieved, and Not Achieved. A summary of the definition for each of these response categories is given in Table 3.

The output from a process assessment is a set of process profiles, one for each instance of each process within the scope of the assessment. Each process profile consists of one or more process attribute ratings for an assessed process. Each attribute rating represents a judgment by the assessor of the extent to which the attribute is achieved.

The ratings on the attributes can be aggregated to produce a capability level. The aggregation scheme is summarized in Table 4.

The unit of rating in an ISO/IEC 15504 process assessment is the process instance. A process instance is defined as a singular instantiation of a process that is uniquely identifiable and about which information can be gathered in a repeatable manner [4].
<table>
<thead>
<tr>
<th>ID</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 0</td>
<td>Incomplete Process</td>
</tr>
<tr>
<td></td>
<td>There is general failure to attain the purpose of the process. There are no easily identifiable work products or outputs of the process.</td>
</tr>
<tr>
<td>Level 1</td>
<td>Performed Process</td>
</tr>
<tr>
<td></td>
<td>The purpose of the process is generally achieved. The achievement may not be rigorously planned and tracked. Individuals within the organization recognize that an action should be performed, and there is general agreement that this action is performed as and when required. There are identifiable work products for the process, and these testify to the achievement of the purpose.</td>
</tr>
<tr>
<td></td>
<td>1.1 Process performance attribute</td>
</tr>
<tr>
<td>Level 2</td>
<td>Managed Process</td>
</tr>
<tr>
<td></td>
<td>The process delivers work products of acceptable quality within defined timescales. Performance according to specified procedures is planned and tracked. Work products conform to specified standards and requirements. The primary distinction from the Performed Level is that the performance of the process is planned and managed and progressing towards a defined process.</td>
</tr>
<tr>
<td></td>
<td>2.1 Performance management attribute</td>
</tr>
<tr>
<td></td>
<td>2.2 Work product management attribute</td>
</tr>
<tr>
<td>Level 3</td>
<td>Established Process</td>
</tr>
<tr>
<td></td>
<td>The process is performed and managed using a defined process based upon good software engineering principles. Individual implementations of the process use approved, tailored versions of standard, documented processes. The resources necessary to establish the process definition are also in place. The primary distinction from the Managed Level is that the process of the Established Level is planned and managed using a standard process.</td>
</tr>
<tr>
<td></td>
<td>3.1 Process definition attribute</td>
</tr>
<tr>
<td></td>
<td>3.2 Process resource attribute</td>
</tr>
<tr>
<td>Level 4</td>
<td>Predictable Process</td>
</tr>
<tr>
<td></td>
<td>The defined process is performed consistently in practice within defined control limits, to achieve its goals. Detailed measures of performance are collected and analyzed. This leads to a quantitative understanding of process capability and an improved ability to predict performance. Performance is objectively managed. The quality of work products is quantitatively known. The primary distinction from the Established Level is that the defined process is quantitatively understood and controlled.</td>
</tr>
<tr>
<td></td>
<td>4.1 Process measurement attribute</td>
</tr>
<tr>
<td></td>
<td>4.2 Process control attribute</td>
</tr>
<tr>
<td>Level 5</td>
<td>Optimizing Process</td>
</tr>
<tr>
<td></td>
<td>Performance of the process is optimized to meet current and future business needs, and the process achieves repeatability in meeting its defined business goals. Quantitative process effectiveness and efficiency goals (targets) for performance are established, based on the business goals of the organization. Continuous process monitoring against these goals is enabled by obtaining quantitative feedback and improvement is achieved by analysis of the results. Optimizing a process involves piloting innovative ideas and technologies and changing non-effective processes to meet defined goals or objectives. The primary distinction from the Predictable Level is that the defined process and the standard process undergo continuous refinement and improvement, based on a quantitative understanding of the impact of changes to these processes.</td>
</tr>
<tr>
<td></td>
<td>5.1 Process change attribute</td>
</tr>
<tr>
<td></td>
<td>5.2 Continuous improvement attribute</td>
</tr>
</tbody>
</table>

Table 2: Overview of the capability levels and attributes.
The scope of an assessment is an Organizational Unit (OU) [4]. An OU deploys one or more processes that have a coherent process context and operates within a coherent set of business goals. The characteristics that determine the coherent scope of activity - the process context - include the application domain, the size, the criticality, the complexity, and the quality characteristics of its products or services. An OU is typically part of a larger organization, although in a small organization the OU may be the whole organization. An OU may be, for example, a specific project or set of (related) projects, a unit within an organization focused on a specific life cycle phase (or phases), or a part of an organization responsible for all aspects of a particular product or product set.

<table>
<thead>
<tr>
<th>Rating &amp; Designation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Achieved - N</td>
<td>There is no evidence of achievement of the defined attribute.</td>
</tr>
<tr>
<td>Partially Achieved - P</td>
<td>There is some achievement of the defined attribute.</td>
</tr>
<tr>
<td>Largely Achieved - L</td>
<td>There is significant achievement of the defined attribute.</td>
</tr>
<tr>
<td>Fully Achieved - F</td>
<td>There is full achievement of the defined attribute.</td>
</tr>
</tbody>
</table>

**Table 3:** The four-point attribute rating scale.

The reference model cannot be used alone as the basis for conducting reliable and consistent assessments of process capability since the level of detail provided is not sufficient. The descriptions of process purpose and process attributes in the reference model need to be supported with comprehensive sets of indicators of process performance and capability. These are provided in the exemplar model [12].
<table>
<thead>
<tr>
<th>Scale</th>
<th>Process Attributes</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>Process Performance</td>
<td>Largely or Fully</td>
</tr>
<tr>
<td></td>
<td>Performance Management</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work Product Management</td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>Process Performance</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Performance Management</td>
<td>Largely or Fully</td>
</tr>
<tr>
<td></td>
<td>Work Product Management</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Process Definition and Tailoring</td>
<td>Largely or Fully</td>
</tr>
<tr>
<td></td>
<td>Process Resource</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>Process Performance</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Performance Management</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Work Product Management</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Process Definition and Tailoring</td>
<td>Largely or Fully</td>
</tr>
<tr>
<td></td>
<td>Process Resource</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>Process Performance</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Performance Management</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Work Product Management</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Process Definition and Tailoring</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Process Resource</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Process Measurement</td>
<td>Largely or Fully</td>
</tr>
<tr>
<td></td>
<td>Process Control</td>
<td></td>
</tr>
<tr>
<td>Level 5</td>
<td>Process Performance</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Performance Management</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Work Product Management</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Process Definition and Tailoring</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Process Resource</td>
<td>Fully</td>
</tr>
<tr>
<td></td>
<td>Process Measurement</td>
<td>Largely or Fully</td>
</tr>
<tr>
<td></td>
<td>Process Control</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Continuous Improvement</td>
<td>Largely or Fully</td>
</tr>
</tbody>
</table>

Table 4: The aggregation scheme for converting ratings on the individual attributes into a capability level.

2.3 An Overview of Part 5 (The Exemplar Model)

The basic structure of this assessment model is identical to that of the reference model defined in Part 2. There is a one to one correspondence between the process categories, processes, process purposes, process capability levels and process attributes of the reference model and those of this assessment model.
The exemplar assessment model expands the reference model by adding the definition and use of assessment indicators (see Figure 3). Assessment indicators are objective attributes or characteristics of a practice or work product that support an assessor’s judgment of the performance or capability of an implemented process.

Two different classes of indicators can be identified: indicators of process performance, and indicators of process capability. These indicator types relate respectively to the base practices defined for the process dimension, and the management practices for the capability dimension. The classes and types of indicators, and their relationship to the assessment output, are shown in Figure 4.

Indicators are attributes or characteristics the existence of which confirms that certain practices are performed and for which it is possible to collect objective evidence during an assessment. All such evidence comes either from the examination of work products of the processes assessed, or from statements made by the performers and managers of the processes. The existence of the work products, and their characteristics, provide evidence of the performance of the practices associated with them.
Similarly, the evidence obtained from performers of the process provides evidence regarding the performance of the practices and the manner in which they are performed.

Base practices and work product characteristics relate to the processes defined in the process dimension of the reference model, and are chosen to explicitly address the achievement of the defined process purpose. They are defined to support the judgment of the achievement of the process purpose and outcomes. Processes also use and produce (input and output) work products with specific characteristics.

Management practices relate to the process attributes defined in the process capability dimension of the reference model. Evidence of their effective performance supports the judgment of the degree of achievement of the attribute. Management practices with their associated attribute indicators are the indicators of process capability. Specific management practices are linked to each process attribute. The set of management practices is intended to be applicable to all processes in the process dimension of the model.

<table>
<thead>
<tr>
<th>PROCESS ATTRIBUTE RATINGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>based on:</td>
</tr>
<tr>
<td>Evidence of Process Performance</td>
</tr>
<tr>
<td>provided by:</td>
</tr>
<tr>
<td>Indicators of Process Performance</td>
</tr>
<tr>
<td>consist of:</td>
</tr>
<tr>
<td>Base Practices</td>
</tr>
<tr>
<td>assessed by:</td>
</tr>
<tr>
<td>Work Product Characteristics</td>
</tr>
</tbody>
</table>

**Figure 4:** The relationship between indicators and process attribute ratings.
3 Research Method

3.1 Data Collection

Our study was performed within the context of the SPICE Trials. The SPICE trials are a collaborative empirical research project involving approximately 50 people around the world.

The SPICE Trials have been divided into three broad phases corresponding with the different stages that an ISO standard has to progress through during its development. We are interested in the second phase. This phase started in September 1996 and data collection ceased in June 1998. A well defined infrastructure was set up during this period to collect data and to ensure its quality. This is described below.

During the trials, organizations contribute their assessment ratings data to an international trials database located in Australia, and also fill up a series of questionnaires after each assessment. The questionnaires collect information about the organization and about the assessment. From the SPICE Trials perspective, the world is divided into five regions: Europe and South Africa, South Asia Pacific, North Asia Pacific, Canada and Latin America, and USA. For each of these regions there is an organization that is responsible for managing the data collection and providing support. The organizations were: the European Software Institute, Griffith University, Nagoya Municipal Industrial Research Institute, Center de recherche informatique de Montreal, and the Software Engineering Institute respectively. These are termed “Regional Trials Co-ordinators”. Within each of these regions are a number of “Local Trials Co-ordinators” who operate at a more local level, such as within a country or state. There were 26 such co-ordinators world-wide during the second phase of the SPICE Trials. The co-ordinators (local or regional) interact directly with the assessors and the organizations conducting the assessments. This interaction involves ensuring that assessors are qualified, making questionnaires available, answering queries about the questionnaires, and following up to ensure the timely collection of data.

The data that is of concern in this paper was provided by the lead assessors. They filled up a questionnaire evaluating the exemplar model after each assessment. The questionnaire was divided into the following sections:

- Use of the Assessment Model
- Usefulness and Ease of Use
- Meaningfulness of Rating Aggregation Scheme
- Usability of the Rating Scale
- Usefulness of Indicators

Copies of these questionnaires may be obtained directly from the authors.
• Understanding of the Process and Capability Dimensions

We analyze the questions in each of these sections.

An initial version of the questionnaire was constructed and reviewed by approximately 20 members of the trials team for understandability and consistency in interpretation. This feedback was used to develop a revision. The revised questionnaire was piloted in two assessments to determine whether there remained ambiguities in its wording. Again, this resulted in further refinements of the questionnaire, which was used in the current study.

3.2 Unit of Analysis

The unit of analysis in our study is the assessment. Even though an individual assessor may perform more than one assessment, they were requested to answer the questionnaire once for each assessment to reflect his/her experiences during that assessment.

3.3 Data Analysis

The objective of our analysis of the questionnaire responses was to identify the proportions of respondents who are supportive (as opposed to critical) of either the assessment model design decisions or the claim that it is usable. A supportive response is one:

- that says something positive about the assessment model, and/or
- that will not require any changes to the assessment model

3.3.1 Aggregation of Responses

We present our results in terms of the proportion of respondents who gave supportive answers. For each question, we identify the response categories that are supportive, and those that are critical. A proportion of supportive responses is then calculated.

For example, assume that a question asked the respondents to express their extent of agreement to the statement “There is sufficient detail in the assessment model to guide process improvement.”, and that it had the following four response categories: “Strongly Agree”, “Agree”, “Disagree”, and “Strongly Disagree”. As shown in Figure 5, the “Strongly Agree” and “Agree” responses would be considered supportive of the model, and the “Disagree” and “Strongly Disagree” responses would be considered to be critical of the assessment model.
The calculated proportions are estimates of population proportions. For the estimates, we compute the 90% confidence interval. This means that if we were to repeat the study a large number of times with different samples, and each time calculate the confidence interval, this interval will contain the population proportion 90% of the time. The confidence interval makes explicit the extent of imprecision inherent in the proportion of responses supportive of the assessment model. Computation of the confidence interval is described below.

We present our results in the form of tables that show the supportive and critical response categories for each question, estimated proportions, and the confidence interval.

### 3.3.2 Confidence Intervals

Suppose that a random sample of size \( n \) has been drawn from a large population and that \( X \) observations in this sample show positive response, then the proportion of supportive responses, \( p \), is estimated by \( \bar{p} = \frac{X}{n} \), where \( p \) and \( n \) are the parameters of a binomial distribution. Since different samples will produce different estimated-values for the proportion of supportive response, we used a confidence interval, \( l_s \leq p \leq u_s \), to infer the true (unknown) value \( p \) of the proportion of supportive responses for each question.

For finding a confidence interval of the true mean \( p \) of sample proportion \( \bar{p} \), the estimator of standard deviation of \( \bar{p} \) becomes \( \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} \). Then a 90% percent confidence interval on \( p \) is given by [17]

\[
\bar{p} - z_{\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}} \leq p \leq \bar{p} + z_{\alpha/2} \sqrt{\frac{\bar{p}(1-\bar{p})}{n}},
\]

where \( z_{\alpha/2} \) is the upper 5th percentile of the normal distribution. As we can be seen from the above equation, an increased sample size will narrow the confidence interval.

The fact that our sample sizes were small means that the confidence intervals are quite large. Therefore, caution should be exercised when interpreting highly supportive responses; one should take into account the interval to determine the confidence that one can place in the calculated proportion (if the interval is large, the less precise the calculated proportion).
3.3.3 Missing Data

In our analysis we excluded all assessments that did not use the exemplar assessment model. It is compatible with ISO/IEC 15504 to use another assessment model, as long as it meets the stipulated requirements. However, only those assessors who have actually used Part 5 are certain to be able to answer questions directly relevant to the exemplar assessment model within. However, not all questions were answered all the time even where the assessment model was used. This may be due to the assessor missing the questions while responding, running out of time, or not knowing how to answer it. Therefore we had missing data. It is not uncommon in software engineering to have data sets with missing data [30].

Ignoring the missing data and only analyzing the completed data subset can provide misleading results [14]. Therefore, we employed a method of multiple imputation to fill in the missing data repeatedly [23]. Multiple imputation is a preferred approach to handling missing data problems since it provides proper estimates of parameters and their standard errors.

The basic idea of multiple imputation is that one generates a vector of size $M$ for each value that is missing. Therefore an $n_{mis} \times M$ matrix is constructed, where $n_{mis}$ is the number of missing values. Each column of this matrix is used to construct a complete data set, hence one ends up with $M$ complete data sets. Each of these data sets can be analyzed using complete-data analysis methods. The $M$ analyses are then combined into one final result. Typically a value for $M$ of 3 is used, and this provides for valid inference [26]. Although, to err on the conservative side, some studies have utilized an $M$ of 5 [32], which is the value that we use.

For our analysis the parameter of interest is the proportion, which we denote as $\hat{Q}$. Furthermore, we are interested in the standard error of $\hat{Q}$, which we shall denote as $\sqrt{U}$, in order to construct the confidence interval. After calculating these values for each of the 5 data sets, they can be combined to give an overall value for $\hat{Q}$, $\bar{Q}$, and its standard error $\sqrt{T}$. Procedures for performing this computation are detailed in [23], and summarized in [26]. In Section 6 we describe the multiple imputation approach in general, its rationale, and how we operationalized it for our specific study.

3.3.4 Interpretation of Proportions

Based on feedback from the developers and early users of ISO/IEC 15504, it was established that 80% of the respondents being supportive of the elements of the standard was the evidence threshold for taking action [15]. We therefore use 80% supportive responses as a boundary for interpreting our results. If the estimated proportion is less than 80% then we consider that this is initial evidence that the particular issue has only moderate support.
In some cases, the percentage of supportive responses is different from 80% as a consequence of sampling variability. We therefore use the confidence interval to test the hypothesis that there were less than 80% supportive respondents. Since the developers of ISO/IEC 15504 will likely only take action if the extent of supportive responses is less than 80%, we are interested in a one-tailed hypothesis. If the upper tail of the confidence interval includes 80%, then the null hypothesis of 80% support cannot be rejected at the one-tailed $\alpha$ level of 0.05.

4 Results

4.1 Descriptive Statistics

4.1.1 Summary of Assessed OUs

The Organizational Unit data included the SPICE region in which the OU was situated, the industrial sector in which the OU operated, and the number of IT staff in the OU.

<table>
<thead>
<tr>
<th>Region</th>
<th>Number of Assessments</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Asia Pacific</td>
<td>10</td>
</tr>
<tr>
<td>South Asia Pacific</td>
<td>23</td>
</tr>
<tr>
<td>Europe</td>
<td>23</td>
</tr>
<tr>
<td>USA</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5: Region where the 57 assessments were performed.

At the time of closing data collection for Phase 2 of the trials, data from 70 assessments world-wide had been collected. As noted earlier, only 57 of these used Part 5 during the assessment. From Table 5 we see that the 57 assessments were spread across four of the five SPICE regions with the distribution shown. Note that the biggest contributors to Phase 2 of the trials were Europe and the South Asia Pacific regions.

Figure 6 shows that 19 (approximately 33%) of the assessments were performed in organizations in the production of software or other IT products or services. With the next closest being organizations in the distribution and logistics business sector, and defense.

The data for the approximate number of IT staff in the OUs that were assessed are shown in Figure 7. This question asked for approximate numbers of staff, rounded to a suitable number ‘such as’ those shown.

---

4 One explanation for the low participation from the US during the SPICE Trials is that organizations that were interested in performing process assessment were using the SW-CMM. Therefore, they chose not to participate in evaluating another assessment model.
As can be seen from this data, there was good variation in the sizes (both small and large) of the OUs that participated in the study. However, the same cannot be said for the business sectors. No organizations in the following primary business sectors participated in the trials (see Figure 6): business services, petroleum, automotive, public administration, consumer goods, retail, leisure and tourism, construction, and travel.

**Figure 6:** Primary business sector of OUs participating in the trials and that have used Part 5.
Figure 7: Approximate number of IT staff in participating OUs that have used Part 5.

4.1.2 Background and Experience of Assessors

Given that an assessor can participate in more than one assessment, the number of assessors is smaller than the total number of assessments. In total, 40 different lead assessors took part.

Figure 8: Employment status of (lead) assessors.
The employment status of the assessors is summarized in Figure 8. As can be seen, most assessors consider themselves in management or senior technical positions in their organizations, with a sizeable number of the rest being consultants.

![Figure 8: Employment Status of Assessors](image)

**Figure 8:** Employment status of assessors.

The experiences of these assessors in other assessment models and methods is summarized in Figure 9 (the total adds up to more than 40 because an assessor can have experience with more than one model/method). The mode is Phase 1, indicating that a good number of Phase 2 assessors also participated in Phase 1 of the trials. Fifteen of the assessors have experience with certification to ISO 9001, with the majority within the TickIT scheme. Other assessment models used include Bootstrap\(^5\), Trillium, the CMM, and Process Professional\(^6\).

\(^5\) We included Bootstrap-based assessments in this category as well. For example, the assessments were conducted using the Synquest tool and the Bootcheck tool.

\(^6\) Process Professional is a proprietary model that is used mainly in the UK.
The variation in the number of years of software engineering experience and assessment experience of the assessors is shown in Figure 10. The median experience in software engineering is 12 years, with a maximum of 30 years experience. The median experience in assessments is 3 years, indicating a non-trivial background in assessments.

Figure 11 shows the variation in the number of assessments (in general) that were performed by the assessors, and the number of 15504-based assessments over the previous three years. The median number of assessments performed by the assessors is 6, and the median number of 15504-based assessments is 2. It will be noted that the lower bound is zero previous assessments and zero previous ISO/IEC 15504 assessments. However, this is due to one case. Exclusion of that observation would not have affected our conclusions.
In total, approximately 83% (33/40) of the assessors have received training on software process assessments in the past, approximately 93% (37/40) received training on 15504 (or a compatible model and method) in the past, and approximately 98% (39/40) received at least one of the above two types of training. Therefore, only one assessor did not receive any training. However, this assessor had more than 20 years of experience in the software industry, three years of assessment experience, and had performed two assessments in the past using a model and method not necessarily compatible with 15504.

4.2 Use of Part 5

Nearly all of the respondents used the assessment model as a source of indicators (95.5%). Approximately 82% of the respondents have used Part 5 intensively. Nearly half of them (45.61%) used the model to define additional indicators.

4.3 Table Format for Results

Our results are summarized in Table 6 to Table 11. The format of Table 6 to Table 11 is explained as follows:

- The first column is the question wording.
- The second column shows the percentage of supportive responses for the corresponding question.
• The third column shows the confidence intervals for supportive responses. For some questions, the confidence interval is omitted due to 100% supportive responses as seen at (1), (2), and (5) in Table 10.

• The proportion of “Does not apply” or “Did not use” are in the last column. It is possible that in some assessments a particular process was not within its scope, that the ratings went up to a certain level only, or that some indicators were not used. This is consistent with the proper use of ISO/IEC 15504.

4.4 Usefulness and Ease of Use
The results of assessors’ evaluations of the usefulness and ease of use of Part 5 are given in Table 6. The assessors did not find that using the assessment model results in too much detailed information (87.72%). In fact, their responses indicated that the level of detail was sufficient to guide subsequent software process improvement - clearly identify where the weaknesses that need to be addressed are, and provide direction for what actions are necessary for improvement, (82.46%). However, a minority expressed some concern that they could have produced accurate judgements with less detailed evidence, suggesting that the effort on collecting evidence as stipulated by the indicators may be reduced (71.93%, but not statistically different from 80%). This pattern of results implies that the detailed evidence collected using the exemplar model was not too much to handle, but could probably be reduced without affecting the accuracy of the ratings. This issue is particularly relevant as the size of the ISO/IEC 15504 document set has been a concern in the past [13], and the exemplar assessment model is the largest of the document set by far (having 38% of the total number of pages). In fact, the large size of the document set, and the exemplar model in particular, has been a recurring theme during the development of ISO/IEC 15504.

There was also some concern by the assessors with mapping the model’s processes to the processes in the OU that was assessed (70.18%). However, this was not statistically less than 80%.

The assessors did indicate a problem with the ratings of the process attributes on the process dimension (68.42% supportive, and statistically different from 80%). They had difficulty in rating achievement. The capability dimension has nine attributes. Results presented below in Sections 4.6 and 4.8 will shed some light on why, and which of these attributes presented the greatest rating difficulty.
<table>
<thead>
<tr>
<th>Question</th>
<th>Supportive response categories and their percentages</th>
<th>Confidence interval</th>
</tr>
</thead>
</table>
| (1) We were overwhelmed by evidence and detail – there was too much for us to properly understand in a single assessment. | • Strongly Disagree (17.54%)  
• Disagree (70.18%) | [0.81, 0.95] |
| (2) We couldn’t have made accurate judgements with less detailed evidence. | • Strongly Agree (17.79%)  
• Agree (56.14%) | [0.62, 0.82] |
| (3) There is sufficient detail in the assessment model to guide Process Improvement. | • Strongly Agree (3.51%)  
• Agree (78.95%) | [0.74, 0.91] |
| (4) It is easy to map the Model’s Processes to the Organizational Processes. | • Almost Always (50.88%)  
• More Often Than not (19.30%) | [0.60, 0.80] |
| (5) It is easy to rate the achievement of the process attributes. | • Almost Always (36.84%)  
• More Often Than Not (31.58%) | [0.58, 0.79] |

Table 6: Usefulness and ease of use.

4.5 Meaningfulness of Rating and Aggregation Scheme

As shown in Table 7, nearly all assessors (98.25%) found that the rating at the process instance level was meaningful. Approximately 88% thought that aggregation of attribute ratings across process instances was meaningful. The scheme for calculating the capability level was found to be meaningful by a substantial majority, 82.46% of responding assessors.

The aggregation of capability levels into a profile was meaningful to 85.97% of the assessors. Finally, a smaller but still substantial 73.68% felt that the grouping of process categories was meaningful. Although this value is not statistically different from the 80% threshold.

---

7 The critical responses were “Strongly Agree” and “Agree” in (1), and “Strongly Disagree” and “Disagree” in (2) and (3), and “Sometimes” and “Rarely if ever” in (4) and (5).
<table>
<thead>
<tr>
<th>Question</th>
<th>Supportive response categories</th>
<th>Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) It is meaningful to rate at the process instance level.</td>
<td>• Almost Always (68.42%)</td>
<td>[0.95, 1.00]</td>
</tr>
<tr>
<td></td>
<td>• More Often Than Not (29.82%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total: 98.25%</td>
<td></td>
</tr>
<tr>
<td>(2) It is meaningful to aggregate process attribute ratings of process instances.</td>
<td>• Almost Always (54.39%)</td>
<td>[0.81, 0.95]</td>
</tr>
<tr>
<td></td>
<td>• More Often Than Not (33.33%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total: 87.72%</td>
<td></td>
</tr>
<tr>
<td>(3) It is meaningful to show process instance ratings as a capability level.</td>
<td>• Almost Always (54.39%)</td>
<td>[0.74, 0.91]</td>
</tr>
<tr>
<td></td>
<td>• More Often Than Not (28.07%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total: 82.46%</td>
<td></td>
</tr>
<tr>
<td>(4) It is meaningful to aggregate capability levels of process instances.</td>
<td>• Almost Always (36.84%)</td>
<td>[0.78, 0.94]</td>
</tr>
<tr>
<td></td>
<td>• More Often Than Not (49.12%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total: 85.97%</td>
<td></td>
</tr>
<tr>
<td>(5) It is meaningful to group processes into process categories.</td>
<td>• Almost Always (52.63%)</td>
<td>[0.64, 0.83]</td>
</tr>
<tr>
<td></td>
<td>• More Often Than Not (21.05%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total: 73.68%</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Meaningfulness of rating and aggregation scheme\(^8\).

### 4.6 Usability of the Rating Scale

As seen in Table 8, nearly all assessors (98.25%) found that they and their assessment teams could understand the distinctions among the categories of the four point achievement scales. However, when asked a more specific question, some weaknesses in the scale appeared. The biggest difficulty seems to be making the distinction between the ‘L’ and the ‘P’ response categories (by 43.68%), followed by distinctions between the ‘F’ and ‘L’ response categories (by 24.56%), and lastly the ‘P’ and ‘N’ categories (by 21%), where the least difficulty was encountered. Only the ‘L’ and ‘P’ distinction was statistically different from the 80% threshold, suggesting that action should be taken to address this confusion on the scale points. The results suggest that ratings at the extremes of the scale are easier to make. It would be informative in future studies to determine the impact of confusion on the middle response categories to the final process capability levels assigned to process instances.

---

\(^8\) The critical responses were “Some times” and “Rarely if ever”.
<table>
<thead>
<tr>
<th>Question</th>
<th>Supportive response categories</th>
<th>Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) How good was your assessment team’s understanding of the distinction among the rating scale (fully, largely, partially, and not achieved)?</td>
<td>• Extensive (43.86%)</td>
<td>[0.95, 1.00]</td>
</tr>
<tr>
<td></td>
<td>• Moderate (54.39%)</td>
<td></td>
</tr>
<tr>
<td>Total: 98.25%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) How difficult was it to understand the boundary between Fully and Largely achieved?</td>
<td>• Sometimes (24.56%)</td>
<td>[0.66, 0.85]</td>
</tr>
<tr>
<td></td>
<td>• Rarely if Ever (50.88%)</td>
<td></td>
</tr>
<tr>
<td>Total: 75.44%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) How difficult was it to understand the boundary between Largely and Partially achieved?</td>
<td>• Sometimes (47.37%)</td>
<td>[0.45, 0.67]</td>
</tr>
<tr>
<td></td>
<td>• Rarely if Ever (8.77%)</td>
<td></td>
</tr>
<tr>
<td>Total: 56.14%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) How difficult was it to understand the boundary between Partially and Not achieved?</td>
<td>• Sometimes (31.58%)</td>
<td>[0.70, 0.88]</td>
</tr>
<tr>
<td></td>
<td>• Rarely if Ever (47.37%)</td>
<td></td>
</tr>
<tr>
<td>Total: 78.95%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that the supportive percentages excluded those who did not use that process category.

Table 8: Usability of rating scale

4.7 Usefulness of Indicators

Table 9 is concerned with the indicators in Part 5. It can be seen that a sizeable majority did not have difficulty relating the base (96.43%) and management (87.27%) practices to the practices within the OU. In combination with the previous concerns with the mapping of the processes to the OU (Section 4.4), this indicates that the base practices are important to make such a mapping. Ease of relating the practices to the OU supports the conclusion of relevance of these documented practices to software organizations. Also, a large majority (86.28%) found the process capability indicators in general to be supportive of their rating judgements.

There exists moderate support for the use of work products (76.79%) and the work product characteristics (72.55%). In general, the assessors found them less helpful in making judgements and in understanding the processes than the higher level process capability indicators. However, neither of these values were statistically different from the 80% threshold.

---

9 The critical responses were “Occasional” and “Little if Any” in (1) and “Almost Always” and “More Often Than Not” in (2)-(4).
<table>
<thead>
<tr>
<th>Question</th>
<th>Supportive response categories</th>
<th>Confidence interval</th>
<th>“Did not use”</th>
</tr>
</thead>
</table>
| (1) Did the Work Products help you understand the meaning of the processes in the Reference Model? | • Almost Always (66.67%)  
• More Often Than Not (19.61%) | [0.68, 0.86] 1.75%    |              |
| (2) Did the Process Capability Indicators support your judgement of the performance of the process? | • Almost Always (62.75%)  
• More Often Than Not (9.80%) | [0.78, 0.94] 10.53%   |              |
| (3) Did the Work Product Characteristics help you review process work products to support your judgement of the performance of the process? | • Almost Always (71.07%)  
• More Often Than Not (25.36%) | [0.62, 0.83] 10.53%   |              |
| (4) It was easy to relate the Base Practices to the practices of this OU. | • Almost Always (71.07%)  
• More Often Than Not (25.36%) | [0.92, 1.00] 1.75%    |              |
| (5) It was easy to relate the Management Practices to the practices of this OU. | • Almost Always (55.27%)  
• More Often Than Not (32%) | [0.80, 0.95] 3.51%    |              |

Note that the supportive percentages exclude those who did not use that process category.

Table 9: Usefulness of indicators\(^\text{10}\).

4.8 Understanding the Process and Capability Dimensions

Table 10 indicates that assessors felt confident in their understanding of the process categories well enough to make consistent and repeatable judgments about the practices followed in the OU. The only exception was the ORG process category where 8% felt that this was not the case. For the capability dimension (see Table 11) almost all of the assessors were confident about their understanding up until Level 3 attributes. However, the confidence level dropped for levels 4 and 5 in the perceived consistency and repeatability of their judgements. Even though at levels 4 and 5 the proportion supportive is not different from the threshold, it will be noticed that the confidence interval is quite large. This means that there is a large uncertainty in the estimate of the proportion of supportive responses.

\(^{10}\) The critical responses were “Some Confidence” and “Low Confidence”. 
<table>
<thead>
<tr>
<th>Question</th>
<th>Supportive response categories and percentages</th>
<th>Confidence interval</th>
<th>“Did Not Use”</th>
</tr>
</thead>
</table>
| (1) Customer-Supplier process category | • Extensive (50.42%)  
• Moderate (49.58%) |                     | 23.51%         |
|                                | Total: 100%                                          |                     |               |
| (2) Engineering process category | • Extensive (59.43%)  
• Moderate (40.57%) |                     | 12.63%         |
|                                | Total: 100%                                          |                     |               |
| (3) Management process category | • Extensive (66.94%)  
• Moderate (29.83%) |                     | [0.91, 1.00]    | 12.98%         |
|                                | Total: 96.77%                                         |                     |               |
| (4) Organization process category | • Extensive (42.68%)  
• Moderate (49.32%) |                     | [0.84, 1.00]    | 21.05%         |
|                                | Total: 92%                                            |                     |               |
| (5) Support process category    | • Extensive (46.57%)  
• Moderate (53.43%) |                     |                   | 13.33%         |
|                                | Total: 100%                                          |                     |               |

Note that the supportive percentages excluded those who did not use that process category.

Table 10: Understanding the process dimension

11 What is your level of confidence that you understand the meaning of assessed processes well enough to make consistent and repeatable judgements about the practices that were followed in the OU?

12 The critical responses were “Occasional” and “Little if Any”.

<table>
<thead>
<tr>
<th>Question</th>
<th>Supportive response categories and their percentages</th>
<th>Confidence interval</th>
<th>“Does not apply”</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Process Performance</td>
<td>• Fully Confident (76.68%) • Very Confident (23.32%)</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>(2) Performance Management</td>
<td>• Fully Confident (63.38%) • Very Confident (36.62%)</td>
<td>Total: 100%</td>
<td>6.68%</td>
</tr>
<tr>
<td>(3) Work Product management</td>
<td>• Fully Confident (44.73%) • Very Confident (50.75%)</td>
<td>Total: 95.48%</td>
<td>[0.90, 1.00] 6.88%</td>
</tr>
<tr>
<td>(4) Process Definition</td>
<td>• Fully Confident (52.80%) • Very Confident (47.20%)</td>
<td>Total: 100%</td>
<td>6.32%</td>
</tr>
<tr>
<td>(5) Process Resource</td>
<td>• Fully Confident (48.51%) • Very Confident (44.73%)</td>
<td>Total: 93.24%</td>
<td>[0.87, 0.99] 6.75%</td>
</tr>
<tr>
<td>(6) Process Measurement</td>
<td>• Fully Confident (15.93%) • Very Confident (57.15%)</td>
<td>Total: 73.08%</td>
<td>[0.60, 0.86] 36.14%</td>
</tr>
<tr>
<td>(7) Process Control</td>
<td>• Fully Confident (15.29%) • Very Confident (59.03%)</td>
<td>Total: 74.32%</td>
<td>[0.62, 0.86] 35.79%</td>
</tr>
<tr>
<td>(8) Process Change</td>
<td>• Fully Confident (11.75%) • Very Confident (57.81%)</td>
<td>Total: 69.57%</td>
<td>[0.56, 0.83] 34.39%</td>
</tr>
<tr>
<td>(9) Continuous Improvement</td>
<td>• Fully Confident (10%) • Very Confident (62.77%)</td>
<td>Total: 72.77%</td>
<td>[0.60, 0.86] 36.84%</td>
</tr>
</tbody>
</table>

Note that the supportive percentages exclude those who did not use that process category.

Table 11: Understanding the capability dimension.

5 Summary and Conclusions

This study was an evaluation of the exemplar assessment model in ISO/IEC 15504. The objective was to determine how good the model is, whether it was useable, useful, whether the rating and aggregation scheme was meaningful, and whether there were general weaknesses in its architecture. The respondents were lead assessors who used the model in 57 assessments. The assessments were part of the SPICE Trials.

The results indicate that a majority of the assessors used Part 5 as a source of indicators for conducting their assessments (Section 4.2). In general, they found Part 5 useful and easy to use (Sections 4.4 and 4.7), rating scheme was found to be meaningful (Section 4.5), and the process dimension was found to

---

13 What is your level of confidence that you understand the meaning of assessed process attributes well enough to make consistent and repeatable judgements about the practices that were followed in this OU?

14 The critical responses were “Some Confidence” and “Low Confidence”.
be easy to understand (Section 4.8). Furthermore, they were satisfied with the level of detail of the exemplar model, although a minority indicated that less detail in the collected evidence would not have harmed the accuracy of their judgements (Section 4.4).

For the capability dimension, the assessors expressed some concern with their ability to rate the process attributes. A closer examination showed that nearly all assessors were confident about their understanding up until level 3 attributes. However, for levels 4 and 5 confidence dropped in the perceived consistency and repeatability of their judgements (Section 4.8). The assessors also found that making the distinction on the 4-point ISO/IEC 15504 rating scale between the ‘L’ and ‘P’ responses was the most difficult, followed by distinction between ‘F’ and ‘L’ (Section 4.6). For the process dimension, the assessors noted that the base practices were useful for mapping the processes in the assessment model to the OU’s practices (Section 4.4).

One limitation of the current study is that we relied on only one research method, namely a questionnaire survey. Ideally, one would conduct multiple evaluative studies and then draw conclusions about the strengths and weaknesses of the assessment model. However, it should be recognized that the SPICE Trials are an on-going program of research that employs multiple methods [3]. This is a form of triangulation whereby we “investigate a phenomenon using a combination of empirical research methods. The intention is that a combination of techniques complement each other” [31]. For the evaluation of the assessment model, we have followed an evolutionary multi-method strategy, whereby we start with exploratory studies whose intention is to generate hypotheses. The most important ones are subsequently tested using more focused studies. These follow-on studies would use methods more suited to theory confirmation, such as field experiments. This is the strategy used, for example, in a recent investigation into object-oriented constructs and their impact on maintainability [31].

The current evaluation identified a number of issues that will be subsequently investigated using more focused studies:

- Evaluate the impact of confusion between ‘L’ and ‘P’ ratings on the capability level, since our study found that assessors had the greatest difficulty in making the distinction between these two categories.

- Evaluate the reliability of ratings at higher levels of capability, since our results showed that assessors tend to have more difficulty making ratings at levels 4 and 5.

Another caution when interpreting the results of this study is that the assessors who took part in the trials are more likely to be representative of the early adopters of ISO/IEC 15504 than of all potential users. One can argue that the early adopters are expected to have more favorable attitudes towards ISO/IEC 15504 and to have a vested interest in its success. This means that our results are likely to be more supportive of the assessment model than if we had data from a sample representing all potential users of the ISO/IEC 15504 assessment model. If this is indeed the case, then the weaknesses in the model
identified during our study are likely to be much serious than our results suggest. This would strengthen the case for performing further focused studies to investigate them.

However, through our interactions with participants in the SPICE Trials, we noted that they tended to be quite critical of the model. This is to ensure that it is of the highest quality, and therefore they highlight its flaws more often than not. Consequently, it is premature to claim that participants will systematically have a positive bias.

For the users of the assessment model, we would suggest that they exercise caution when rating at higher capability levels since there is some uncertainty about how reliably such ratings can be made. Furthermore, we would suggest performing a sensitivity analysis on the final capability ratings from an assessment to gauge the impact of confusion between the ‘L’ and ‘P’ ratings. This would give the users some indication of how much confidence to place in the results of the assessment. The developers of the standard should also consider the inclusion of sensitivity analysis as a regular part of an assessment until further studies of high capability processes lead to refinements of the capability scale at these higher levels.

Our results suggest that further improvements can be made to the architecture of the exemplar assessment model in ISO/IEC 15504. However, some of the comments apply equally well to the reference model in ISO/IEC 15504 (namely all those related to the rating scheme). Therefore, the feedback from this study is not only localized to the exemplar model, but has wider implications on the normative architecture of the emerging standard.

6 Appendix: Multiple Imputation Method

In this appendix we describe the approach that we used for imputing missing values on the performance variable, and also how we operationalize it in our specific study.

6.1 Notation

We first present some notation to facilitate explaining the imputation method. Let the raw data matrix have \( i \) rows (indexing the cases) and \( j \) columns (indexing the variables), where \( i = 1 \ldots n \) and \( j = 1 \ldots q \). Some of the cells in this matrix may be unobserved (i.e., missing values). We assume that there is only one variable of interest for imputation, and let \( Y_i \) denote its value for the \( i \)th case. Let \( Y = (Y_{mis}, Y_{obs}) \), where \( Y_{mis} \) denotes the missing values and \( Y_{obs} \) denotes the observed values on that variable. Furthermore, let \( X \) be a scalar or vector of covariates that are fully observed for every \( i \). These may be background variables, which in our case were the size of an organization in IT staff and whether the organisation was ISO 9001 registered.
Let the parameter of interest in the study be denoted by $Q$. We assume that $Q$ is scalar since this is congruent with our context. For example, let $Q$ be a proportion estimate. We wish to estimate $\hat{Q}$ with associated variance $U$ from our sample.

### 6.2 Ignorable Models

Models underlying the method of imputation can be classified as assuming that the reasons for the missing data are either ignorable or nonignorable. Rubin [23] defines this formally. However, here it will suffice to convey the concepts, following [24].

Ignorable reasons for the missing data imply that a nonrespondent is only randomly different from a respondent with the same value of $X$. Nonignorable reasons for missing data imply that, even though respondents and nonrespondents have the same value of $X$, there will be a systematic difference in their values of $Y$. An example of a nonignorable response mechanism in the context of process assessments that use a model such as that of ISO/IEC 15504 is when organizations assess a particular process because it is perceived to be weak and important for their business. In such a case, processes for which there are capability ratings are likely to have lower capability than other processes that are not assessed.

In general, most imputation methods assume ignorable nonresponse [28] (although, it is possible to perform, for example, multiple imputation, with a nonignorable nonresponse mechanism). In the analysis presented in this report there is no a priori reason to suspect that respondents and nonrespondents will differ systematically in the values of the variable of interest, and therefore we assume ignorable nonresponse.

### 6.3 Overall Multiple Imputation Process

The overall multiple imputation process is shown in Figure 12. Each of these tasks is described below. It should be noted that the description of these tasks is done from a Bayesian perspective.
6.4 Modelling Task

The objective of the modeling task is to specify a model \( f_{Y|X}(Y_i|X_i, \theta_{Y|X}) \) using the observed data only where \( \theta_{Y|X} \) are the model parameters. For example, consider the situation where we define an ordinary least squares regression model that is constructed using the observed values of \( Y \) and the predictor variables are the covariates \( X \), then \( \theta_{Y|X} = (\beta, \sigma^2) \) are the vector of the regression parameters and the variance of the error term respectively. This model is used to impute the missing values. In our case we used an implicit model that is based on the hot-deck method. This is described further below.
6.5 Estimation Task

We define the posterior distribution of $\theta$ as $\Pr(\theta \mid X, Y_{\text{obs}})$\textsuperscript{15}. However, the only function of $\theta$ that is needed for the imputation task is $\theta_{Y \mid X}$. Therefore, during the estimation task, we draw repeated values of $\theta_{Y \mid X}$ from its posterior distribution $\Pr(\theta_{Y \mid X} \mid X, Y_{\text{obs}})$. Let's call a drawn value $\theta_{Y \mid X}^\ast$.

6.6 Imputation Task

The posterior predictive distribution of the missing data given the observed data is defined by the following result:

$$
\Pr(Y_{\text{mis}} \mid X, Y_{\text{obs}}) = \int \Pr(Y_{\text{mis}} \mid X, Y_{\text{obs}}, \theta) \Pr(\theta \mid X, Y_{\text{obs}}) d\theta \quad \text{Eqn. 1}
$$

We therefore draw a value of $Y_{\text{mis}}$ from its conditional posterior distribution given $\theta_{Y \mid X}^\ast$. For example, we can draw $\theta_{Y \mid X}^\ast = (\beta^*, \sigma^2)$ and compute the missing $y_i$ from $f(y_i \mid x_i, \theta_{Y \mid X}^\ast)$. This is the value that is imputed. This process is repeated $M$ times.

6.7 Analysis Task

For each of the $M$ complete data sets, we can calculate the value of $Q$. This provides us with the complete-data posterior distribution of $Q$: $\Pr(Q \mid X, Y_{\text{obs}}, Y_{\text{mis}})$.

6.8 Combination Task

The basic result provided by Rubin [23] is:

$$
\Pr(Q \mid X, Y_{\text{obs}}) = \int \Pr(Q \mid X, Y_{\text{obs}}, Y_{\text{mis}}) \Pr(Y_{\text{mis}} \mid X, Y_{\text{obs}}) dY_{\text{mis}} \quad \text{Eqn. 2}
$$

This result states that the actual posterior distribution of $Q$ is equal to the average over the repeated imputations. Based on this result, a number of inferential procedures are defined.

The repeated imputation estimate of $Q$ is:

$$
\overline{Q} = \frac{1}{M} \sum_{m=1}^{M} \tilde{Q}_m \quad \text{Eqn. 3}
$$

which is the mean value across the $M$ analyses that are performed.

The variability associated with this estimate has two components. First there is the within-imputation variance:

\textsuperscript{15} We use the notation $\Pr(\cdot)$ to denote a probability density.
\[ \bar{U} = \sum \frac{U_m}{M} \quad \text{Eqn. 4} \]

and second the between imputation variance:
\[ B = \sum \frac{(\hat{Q}_m - \overline{Q})^2}{M - 1} \quad \text{Eqn. 5} \]

The total variability associated with \( \overline{Q} \) is therefore:
\[ T = \bar{U} + (1 + M^{-1})B \quad \text{Eqn. 6} \]

In the case where \( Q \) is scalar, the following approximation can be made:
\[ \frac{(Q - \overline{Q})}{\sqrt{T}} \sim t_v \quad \text{Eqn. 7} \]

where \( t_v \) is a t distribution with \( v \) degrees of freedom where:
\[ v = (M - 1)(1 + r^{-1})^2 \quad \text{Eqn. 8} \]

and
\[ r = \frac{(1 + M^{-1})B}{\bar{U}} \quad \text{Eqn. 9} \]

This would allow one to construct confidence intervals.

6.9 Hot-Deck Imputation: Overview

We will first start by presenting the hot-deck imputation procedure in general, then show the particular form of the procedure that we use in our analysis, and how this is incorporated into the multiple imputation process presented above.

Hot-deck procedures are used to impute missing values. They are a duplication approach whereby a recipient with a missing value receives a value from a donor with an observed value [8]. Therefore the donor’s value is duplicated for each recipient. As can be imagined, this procedure can be operationalized in a number of different ways.

A basic approach for operationalising this is to sample from the \( n_{obs} \) observed values and use these to impute the \( n_{mis} \) missing values [14], where \( n = n_{mis} + n_{obs} \). A simple sampling scheme could follow a multinomial model with sample size \( n_{mis} \) and probabilities \( \left( \frac{1}{n_{obs}}, \ldots, \frac{1}{n_{obs}} \right) \). It is more common, however, to use the \( X \) covariates to perform a post-stratification. In such a case, the covariates are
used to construct \( C \) disjoint classes of observations such that the observations within each class are as homogeneous as possible. This also has the advantage of further reducing nonresponse bias.

For example, if \( X \) consists of two binary vectors, then we have 4 possible disjoint classes. Within each class there will be some observations with \( Y \) observed and some with \( Y \) missing. For each of the missing values, we can randomly select an observed \( Y \) value and use it for imputation. This may result in the same observation serving as a donor more than once [27]. Here it is assumed that within each class the respondents follow the same distribution as the nonrespondents.

**6.10 Metric-Matching Hot-Deck**

It is not necessary that the \( X \) covariates are categorical. They can be continuous or a mixture of continuous and categorical variables. In such a case a distance function is defined, and the \( l \) nearest observations with the \( Y \) value observed serve as the donor pool [27].

An allied area where such metric-matching has received attention is the construction of matched samples in observational studies [20]. This is particularly relevant to our case because we cannot ensure in general that all the covariates that will be used in all analyses will be categorical. For the sake of brevity, we will only focus on the particular metric-matching technique that we employ.

**6.11 Response Propensity Matching**

In many observational studies\(^{16}\) (see [1]) a relatively small group of subjects is exposed to a treatment, and there exists a larger group of unexposed subjects. Matching is then performed to identify unexposed subjects who serve as a control group. This is done to ensure that the treatment and control groups are both similar on background variables measured on all subjects.

Let the variable \( R_i \) denote whether a subject \( i \) was exposed (\( R_i = 1 \)) or unexposed (\( R_i = 0 \)) to the treatment. Define the propensity score, \( e(X) \) as the conditional probability of exposure given the covariates (i.e., \( e(X) = \Pr(R = 1 | X) \)). Rosenbaum and Rubin [21] prove some properties of the propensity score that are relevant for us.

First, they show that the distribution of \( X \) is the same for all exposed and unexposed subjects within strata with constant values of \( e(X) \). Exact matching will therefore tend to balance the \( X \) distributions for both groups. Furthermore, they also show that the distribution of the outcome variable \( Y \) is the same for exposed and unexposed subjects with the same value of \( e(X) \) (or within strata of constant \( e(X) \)).

\(^{16}\) These are studies where there is not a random assignment of subjects to treatments. For example, in the case of studying the relationship between exposure to cigarette smoke and cancer, it is not possible to deliberately expose some subjects to smoke.
David et al. [2] adopt these results to the context of dealing with nonresponse in surveys. We can extrapolate and let $R_i = 1$ indicate that there was a response on $Y$ for observation $i$, and that $R_i = 0$ indicates nonresponse. Hence we are dealing with response propensity as opposed to exposure propensity. We shall denote response propensity with $p(X)$. It then follows that under ignorable nonresponse if we can define strata with constant $p(X)$ then the distribution of $X$ and $Y$ are the same for both respondents and nonrespondents within each stratum.

To operationalize this, we need to address two issues. First, we need to estimate $p(X)$. Second, it is unlikely that we would be able to define sufficiently large strata where $p(X)$ is constant, and therefore we need to approximate this.

If we take the response indicator $R$ to be Bernoulli random variable independently distributed across observations, then we can define a logistic regression model [10]:

$$p(X) = \frac{e^{(a_0 + a_1 x_1 + \cdots + a_{p-1} x_{p-1})}}{1 + e^{(a_0 + a_1 x_1 + \cdots + a_{p-1} x_{p-1})}}$$

This will provide us with an estimate of response propensity for respondents and nonrespondents. We can then group the estimated response propensity into $C$ intervals, with bounding values $0, p_1, p_2, \ldots, p_{C-1}, 1$. Strata can then be formed with observation $i$ in stratum $c$ if $p_{c-1} < p_i < p_c$ with $c = 1\ldots C$. Therefore, we have constructed strata with approximately constant values of response propensity. In our application we set $C = 5$, dividing the estimated response propensity score using quintiles.

### 6.12 An Improper Hot-Deck Imputation Method

Now that we have constructed homogeneous strata, we can operationalize the metric-matching hot-deck imputation procedure by sampling with equal probability from the respondents within each stratum, and use the drawn values to impute the nonrespondent values in the same stratum. However, doing so we do not draw $\theta$ from its posterior distribution, and then draw $Y_{mis}$ from its posterior conditional distribution given the drawn value of $\theta$. Such a procedure would be improper and therefore some alternatives are considered, namely the approximate Bayesian bootstrap.

### 6.13 The Approximate Bayesian Bootstrap

A proper imputation approach that has been proposed is the Approximate Bayesian Bootstrap – ABB – (see [25][26]). This is an approximation of the Bayesian Bootstrap [22] that is easier to implement. The procedure for the ABB is, for each stratum, to draw with replacement $z_{obs}$ $Y$ values, where $z_{obs}$ is the number of observed $Y$ values in the stratum. Then, draw from that $z_{mis}$ $Y$ values with replacement,
where $z_{mis}$ is the number of observations with missing values in the stratum. The latter draws are then used to impute the missing values within the stratum. The drawing of $z_{mis}$ missing values from a possible sample of $z_{obs}$ values rather than from the actual observed values generates the appropriate between-imputation variability. This is repeated $M$ times to generate multiple imputations.

6.14 Summary
The procedure that we have described implements multiple-imputation through the hot-deck method. It consists of constructing a response propensity model followed by an Approximate Bayesian Bootstrap.

This procedure is general and can be applied to impute missing values that are continuous or categorical. We have described it here in the context of univariate $Y$, but it is generally applicable to multivariate $Y$ (see [23] for a detailed discussion of multiple-imputation for multivariate $Y$).

7 Acknowledgements
We also wish to think all the participants in the SPICE Trials, without whom this study would not have been possible. In particular, our gratitude is given to Inigo Garro, Angela Tuffley, Bruce Hodgen, Alastair Walker, Stuart Hope, Robin Hunter, Dennis Goldenson, Terry Rout, Steve Masters, Ogawa Kiyoshi, Victoria Hailey, Peter Krauth, and Bob Smith.

8 References


Khaled El Emam is currently a Research Officer at the National Research Council in Ottawa, Canada’s primary applied research organization. He is co-editor of ISO’s project to develop an international standard defining the software measurement process (ISO/IEC 15939), and is leading the software engineering process area in the IEEE’s project to define the Software Engineering Body of Knowledge. He has also co-edited two books on software process, both published by the IEEE CS Press; he is an adjunct professor at both the School of Computer Science at McGill University and the Department of Computer Science at the University of Quebec at Montreal; and is president of a software company specializing in on-line analytics. For the 2001/2002 year, he is also a resident affiliate at the Software Engineering Institute in Pittsburgh. Khaled is on the editorial boards of IEEE Transactions on Software Engineering and the Empirical Software Engineering Journal. Previously, Khaled was the International Trials Coordinator for the SPICE Trials, where he was leading the empirical evaluation of the emerging process assessment International Standard, ISO/IEC 15504, world-wide; the head of the Quantitative Methods Group at the Fraunhofer Institute for Experimental Software Engineering in Germany; a research scientist at the Centre de recherche informatique de Montreal (CRIM) in Canada; a researcher in the software engineering laboratory at McGill University; and worked in a number of research and development projects for organizations such as Toshiba International Company and Honeywell Control Systems in the UK, and Yokogawa Electric in Japan. Khaled El Emam obtained his Ph.D. from the Department of Electrical and Electronics Engineering, King’s College, the University of London (UK) in 1994.

Ho-Won Jung received his BS in IE (Industrial Engineering) from Korea University in 1979, his MS in IE from KAIST (Korea Advanced Institute of Science and Technology) in 1981, and his Ph.D. in MIS from the University of Arizona in 1990. He has held a visiting position at Clemson University and has worked at NCA (National Computerization Agency) in Korea. He is currently a professor of the Department of Business Administration at Korea University. He is a member of SPICE trials analysis team and is a member of the IEEE Computer Society. His interest areas include software quality management and assurance, and performance analysis of communications networks.